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Large Hadron Collider

The world’s largest particle accelerator, the LHC, has been running 
extremely well during the last couple of years

Higgs boson discovery!

LHC has been running now with nearly 
doubled collision energy (13-14 TeV)

Is the Higgs responsible for generating 
the masses of all fundamental particles?

➡Need to measure its coupling 
strength to all massive particles

➡This includes the Higgs 
self-coupling, of which we have no 
information so far
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More!
And there should be more!

Dark matter, fine tuning problem, matter anti-matter asymmetry, etc., suggest the 
existence of new particles and phenomena that have not yet been discovered
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Higgs as example for BSM 
searches?

Higgs is NOT a typical example of most New Physics searches
Higgs was “easy”: plot invariant mass and a peak appears. No advanced analysis 
techniques nor any theory input needed for discovery (but needed for the 
measurements of the rates, spin, etc.)

For New Physics it is usually not possible to reconstruct an invariant mass peak: dark 
matter candidate escapes the detector
This makes it much more difficult to disentangle it from backgrounds
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Single top as example!

The Single Top observation (5 sigma) at the Tevatron is a better 
example of what to expect:

small signal over a very large background 
 
 
 
 
 

Signature is a lepton, jets and 
missing energy

Large background from W+jets 
and top pair production

Cut and count measurement not possible due to large uncertainties
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“positively tagged” jet.
The per-jet mistag rate is not a single number but

rather it is parameterized as a function of six kinematic
variables: the ET and η of the jet, the number of tracks
in the jet, the scalar sum of transverse energy of the tight
jets, the number of reconstructed primary vertices, and
the z coordinate of the primary vertex associated with
the jet. Since the negative tag rate does not fully reflect
the positive mistags due to the decays of long-lived par-
ticles and interactions with the detector material, a cor-
rection factor αβ for the mistag asymmetry is applied.
The factor α corrects for the asymmetry between the
positive and negative tag rates of light-flavor jets, and
the factor β corrects for the presence of b jets in the jet
samples used to derive the mistag rate. These correc-
tion factors are extracted from fits to distributions of the
invariant mass of the reconstructed secondary vertex in
tagged jets in an inclusive jet sample. A systematic un-
certainty is derived from fits to templates of pseudo-cτ ,
which is defined as Lxy

m
pT

[31], where m is the invariant
mass of the tracks in the displaced vertex, and pT is the
magnitude of the vector sum of the transverse momenta
of the tracks in the displaced vertex. The systematic
uncertainty on the asymmetry factor αβ is the largest
component of the uncertainty on the mistag estimate.
Another component is estimated from the differences in
the negative tag rates computed with different jet data
samples with varying trigger requirements. The average
rate for jets to be mistagged is approximately 1%, al-
though it depends strongly on the jet ET.
The per-jet mistag probabilities are multiplied by data-

driven estimates of the W+LF yields, although we must
subtract the yields of the other components. We subtract
the pretagged W+heavy flavor contributions from the
pretagged W+jets yield of Equation 7 to estimate the
W+LF yield:

Npretag
W+LF = Npretag

W+jets −Npretag

Wbb̄
−Npretag

Wcc̄ −Npretag
Wcj (8)

The pretagged W+heavy flavor contributions are esti-
mated by dividing the tagged W+heavy flavor contri-
butions by the b-tagging efficiencies for each event cate-
gory. The mistag parameterization is applied to each of
the Monte Carlo and data samples used in Equations 7
and 8, in order for the total mistag yield prediction not to
be biased by differences in the kinematics of the several
W+jets flavor categories.
We use alpgen+pythia Monte Carlo samples to pre-

dict the kinematics of W+LF events for use in the anal-
yses of this paper. The mistag rate parameterization de-
scribed above is applied to each jet in W+LF MC events,
and these rates are used to weight the events to predict
the yield of mistagged events in each bin of each his-
togram of each variable.
The predicted numbers of background events, signal

events, and the overall expected normalizations are given
in Tables I, for events with exactly one b tag, and in Ta-
ble II for events with two or three b tags. Only two
selected events in the data have three b tags, consistent
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FIG. 15: The number of events predicted and observed for
W+jets events in which at least one jet is b-tagged. The data
are indicated with points, and the shaded histograms show
the signal and background predictions which are stacked to
form the total prediction. The stacking order is the same as
the legend. The systematic uncertainty on the rates is far
too large to use a simple counting experiment to measure the
single top quark cross section.

with the expectation assuming that the third tag is a
mistag. The observed event counts and predicted yields
are summarized graphically as functions of jet multiplic-
ity in Fig. 15.

E. Validation of Monte Carlo Simulation

Because multivariate analyses depend so heavily on
properly simulating events, it is very important to val-
idate the modeling of the distributions in Monte Carlo
by checking them with the data. We do this by com-
paring hundreds of data and Monte Carlo distributions.
We make comparisons in control samples in which no jets
have been b-tagged to test the W+LF shapes, we test the
modeling of W+1 jet events to examine W+heavy flavor
fraction and shapes, we compare the data and Monte
Carlo distributions of kinematic variables in the signal
regions of tagged 2- and 3-jet events to check the model-
ing of all of these variables, and we verify the modeling
of the correlations between the discriminating variables.
A sample of the validation plots we examine is shown

in Figures 16, 17, and 18. The close match of the distri-
butions gives confidence in the results. The validations
of the modeling of other observable quantities are shown
later in this paper.
Out of the hundreds of distributions checked for

discrepancies, only two distributions in the untagged
W+jets data were found to be poorly simulated by our
Monte Carlo model: the pseudorapidity of the lowest-
energy jet in both W +2 jet and W+3 jet events and the
distance between the two jets in φ− η space in W +2 jet
events. These discrepancies are used to estimate system-
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Advanced analysis techniques 
used to discriminate signal from 
background
Impossible without trustable 
theory predictions
Top quark already known
Maybe not such advanced techniques possible for discovery of BSM, because very 
model dependent, but certainly needed for measuring its properties!
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FIG. 28: Comparison of the data with the sum of the predictions of the neural network output for the sum of all selected signal
data samples (left) and the neural network output for two-jet one-b-tag events applied to the untagged control sample, showing
close modeling of the data and good control over the W+light-flavor shape. The data are indicated by points with error bars,
and the predictions are shown stacked, with the stacking order following that of the legend.
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FIG. 29: Comparison of the predictions and the data for Mℓνb for events with an output above 0.4 of the original NN (left) and
a specially trained NN′ (right) discriminant. The data are indicated by points with error bars, and the predictions are shown
stacked, with the stacking order following that of the legend.

Decision trees allow many input variables to be com-
bined into a single output variable with powerful discrim-
ination between signal and background. Additionally,
decision trees are insensitive to the inclusion of poorly
discriminating input variables because the training al-
gorithm will not use non-discriminating variables when
constructing its nodes. In this analysis, we train a differ-
ent boosted decision tree (BDT) in each data sample. We
use the TMVA [94] package to perform this analysis [95].
The boosting procedure is described below.

The criterion used to choose the variable used to split
each node’s data and to set the value of the variable on
the boundary is to optimize the Gini index [96] p(1−p) =
sb/(s+ b)2, where p = s/(s+ b) is the purity and s and
b are the number of signal and background events in the

node, respectively.

A shortcoming of decision trees is their instability with
respect to statistical fluctuations in the training sample
from which the tree structure is derived. For example,
if two input variables exhibit similar separation power,
a fluctuation in the training sample may cause the algo-
rithm to decide to use one variable early in the decision
chain, while a slightly different training sample may re-
sult in a tree which uses the other variable in its place,
resulting in a substantially different tree.

This problem is overcome by a boosting [97] procedure
that extends this concept from one tree to several trees
which form a “forest” of decision trees. The trees are
derived from the same training ensemble by reweighting
events, and are finally combined into a single classifier

45

(a)

BDT Discriminant
-1 -0.5 0 0.5 1

Ca
nd

id
at

e 
Ev

en
ts

0

100

200

300

BDT Discriminant
-1 -0.5 0 0.5 1

Ca
nd

id
at

e 
Ev

en
ts

0

100

200

300
1 b Tag≥W + 2 and 3 Jets, 

No
rm

al
iz

ed
 to

 P
re

di
ct

io
n

CDF Data
Single Top
tt

W+HF
W+LF
Other

0.5 0.6 0.7 0.8 0.9 10

10

20

30

40

0.5 0.6 0.7 0.8 0.9 10

10

20

30

40

(b)

BDT Discriminant
-1 -0.5 0 0.5 1

Ca
nd

id
at

e 
Ev

en
ts

0

1000

2000

3000

-1 -0.5 0 0.5 10

1000

2000

3000

-1 -0.5 0 0.5 10

1000

2000

3000

-1 -0.5 0 0.5 10

1000

2000

3000

-1 -0.5 0 0.5 10

1000

2000

3000

-1 -0.5 0 0.5 10

1000

2000

3000

BDT Discriminant
-1 -0.5 0 0.5 1

Ca
nd

id
at

e 
Ev

en
ts

0

1000

2000

3000

BDT Discriminant
-1 -0.5 0 0.5 1

Ca
nd

id
at

e 
Ev

en
ts

0

1000

2000

3000

-1 -0.5 0 0.5 10

1000

2000

3000 CDF Data
Single Top
tt

W+HF
W+LF
Other

W + 2 Jets, 0 b Tags

No
rm

al
iz

ed
 to

 D
at

a

FIG. 31: Comparison of the data with the sum of the predictions of the BDT output for the sum of all selected data samples
(left) and the BDT output for two-jet one-b-tag events applied to the untagged two-jet control sample (right), where the
dominant contributing process is W+light-flavored jets. The data are indicated by points with error bars, and the predictions
are shown stacked, with the stacking order following that of the legend.
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FIG. 32: The BDT output for four-jet events containing one
or more b tags. The dominant source of background is tt̄
events. The data are indicated with points and the stacked
histograms show the prediction, scaled to the total data rate,
with the stacking order following that of the legend.

ground processes, uncertainty in the shapes of the dis-
tributions of the discriminant variables, and uncertainty
arising from the limited number of Monte Carlo events
used to predict the signal and background expectations in
each bin of each discriminant distribution. Sources of un-
certainty may affect multiple signal and background com-
ponents. The effects of systematic uncertainty from the
same source are considered to be fully correlated. For ex-
ample, the integrated luminosity estimate affects the pre-
dictions of the Monte-Carlo based background processes
and the signal, so the uncertainty on the integrated lu-
minosity affects all of these processes in a correlated way.
The effects of different sources of systematic uncertainty
are considered to be uncorrelated.

The effects of all systematic uncertainties are included
in the hypothesis tests and cross section measurements
performed by each analysis, as described in Section IX.
Detailed descriptions of the sources of uncertainty and
their estimation are given below.

A. Rate Uncertainties

Rate uncertainties affect the expected contributions of
the signal and background samples. Some sources have
asymmetric uncertainties. All rate uncertainties are as-
signed truncated Gaussian priors, where the truncation
prevents predictions from being negative for any source
of signal or background. The sources of rate uncertainties
in this analysis are described below, and their impacts on
the signal and background predictions are summarized in
Table IV.

• Integrated Luminosity: A symmetric uncer-
tainty of ±6% is applied to all Monte-Carlo based
predictions. This uncertainty includes the uncer-
tainty in the pp̄ inelastic cross section as well as
the uncertainty in the acceptance of CDF’s lumi-
nosity monitor [44]. The requirement that the pri-
mary vertex position in z is within ±60 cm of the
origin causes a small acceptance uncertainty that
is included as well.

• Theoretical Cross Sections: Our MC-based
background processes are scaled to theoretical pre-
dictions at NLO (or better). We apply the associ-
ated theoretical uncertainties. We separate out the
effects of the top quark mass from the other sources
of uncertainty affecting the theoretical predictions.
Not every theoretical cross section uncertainty is
used in each result; details are given in Section IX.
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FIG. 25: Comparison of the data with the sum of the predictions of the matrix element discriminant for the sum of all selected
data samples (left). The discriminant output for two-jet one-b-tag events applied to the untagged W+two jets control sample
(right) shows that the Monte Carlo W+two jets samples model the ME distribution of the data well. The data are indicated
by points with error bars, and the predictions are shown stacked, with the stacking order following that of the legend.
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FIG. 26: The event probability discriminant for two-jet one-
b-tag events applied to the b-tagged W+four jets control sam-
ple, showing that the Monte Carlo tt̄ samples model the EPD
distribution of the data well. The data are indicated by points
with error bars, and the predictions are shown stacked, with
the stacking order following that of the legend.

• pℓT: The transverse momentum of the charged lep-
ton.

• pℓνjjT : The magnitude of the vector sum of the
transverse momentum of the charged lepton, the
neutrino, and all the jets in the event.

• HT: The scalar sum of the transverse energies of
the charged lepton, the neutrino, and all the jets in
the event.

• /ET: The missing transverse energy.

• /ET,sig: The significance of the missing transverse
energy /ET, as defined in Equation 4.

• cos θℓj : The cosine of the angle between the charged
lepton and the untagged or lowest-energy jet in the
top quark’s reference frame.

• cos θWℓW : The cosine of the angle between the
charged lepton and the reconstructed W boson in
the W boson’s reference frame.

• cos θtℓW : The cosine of the angle between the
charged lepton and the reconstructed W boson in
the top quark’s reference frame.

• cos θtjj : The cosine of the angle between the two
most energetic jets in the top quark’s reference
frame.

• Q × η: The charge of the lepton multiplied by the
pseudorapidity of the untagged jet.

• ηℓ: The pseudorapidity of the charged lepton.

• ηW : The pseudorapidity of the reconstructed W
boson.

•
∑

ηj : The sum of the pseudorapidities of all jets.

• ∆ηjj : The difference in pseudorapidity of the two
most energetic jets. In the three-jet two-tag net-
work, the difference between the two least energetic
jets is also used.

• ∆ηt,light: The difference in pseudorapidity between
the untagged or lowest-energy jet and the recon-
structed top quark.

•
√
ŝ: The energy of the center-of-mass system of the

hard interaction, defined as the ℓνb system plus the
recoiling jet.
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“positively tagged” jet.
The per-jet mistag rate is not a single number but

rather it is parameterized as a function of six kinematic
variables: the ET and η of the jet, the number of tracks
in the jet, the scalar sum of transverse energy of the tight
jets, the number of reconstructed primary vertices, and
the z coordinate of the primary vertex associated with
the jet. Since the negative tag rate does not fully reflect
the positive mistags due to the decays of long-lived par-
ticles and interactions with the detector material, a cor-
rection factor αβ for the mistag asymmetry is applied.
The factor α corrects for the asymmetry between the
positive and negative tag rates of light-flavor jets, and
the factor β corrects for the presence of b jets in the jet
samples used to derive the mistag rate. These correc-
tion factors are extracted from fits to distributions of the
invariant mass of the reconstructed secondary vertex in
tagged jets in an inclusive jet sample. A systematic un-
certainty is derived from fits to templates of pseudo-cτ ,
which is defined as Lxy

m
pT

[31], where m is the invariant
mass of the tracks in the displaced vertex, and pT is the
magnitude of the vector sum of the transverse momenta
of the tracks in the displaced vertex. The systematic
uncertainty on the asymmetry factor αβ is the largest
component of the uncertainty on the mistag estimate.
Another component is estimated from the differences in
the negative tag rates computed with different jet data
samples with varying trigger requirements. The average
rate for jets to be mistagged is approximately 1%, al-
though it depends strongly on the jet ET.
The per-jet mistag probabilities are multiplied by data-

driven estimates of the W+LF yields, although we must
subtract the yields of the other components. We subtract
the pretagged W+heavy flavor contributions from the
pretagged W+jets yield of Equation 7 to estimate the
W+LF yield:

Npretag
W+LF = Npretag

W+jets −Npretag

Wbb̄
−Npretag

Wcc̄ −Npretag
Wcj (8)

The pretagged W+heavy flavor contributions are esti-
mated by dividing the tagged W+heavy flavor contri-
butions by the b-tagging efficiencies for each event cate-
gory. The mistag parameterization is applied to each of
the Monte Carlo and data samples used in Equations 7
and 8, in order for the total mistag yield prediction not to
be biased by differences in the kinematics of the several
W+jets flavor categories.
We use alpgen+pythia Monte Carlo samples to pre-

dict the kinematics of W+LF events for use in the anal-
yses of this paper. The mistag rate parameterization de-
scribed above is applied to each jet in W+LF MC events,
and these rates are used to weight the events to predict
the yield of mistagged events in each bin of each his-
togram of each variable.
The predicted numbers of background events, signal

events, and the overall expected normalizations are given
in Tables I, for events with exactly one b tag, and in Ta-
ble II for events with two or three b tags. Only two
selected events in the data have three b tags, consistent
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FIG. 15: The number of events predicted and observed for
W+jets events in which at least one jet is b-tagged. The data
are indicated with points, and the shaded histograms show
the signal and background predictions which are stacked to
form the total prediction. The stacking order is the same as
the legend. The systematic uncertainty on the rates is far
too large to use a simple counting experiment to measure the
single top quark cross section.

with the expectation assuming that the third tag is a
mistag. The observed event counts and predicted yields
are summarized graphically as functions of jet multiplic-
ity in Fig. 15.

E. Validation of Monte Carlo Simulation

Because multivariate analyses depend so heavily on
properly simulating events, it is very important to val-
idate the modeling of the distributions in Monte Carlo
by checking them with the data. We do this by com-
paring hundreds of data and Monte Carlo distributions.
We make comparisons in control samples in which no jets
have been b-tagged to test the W+LF shapes, we test the
modeling of W+1 jet events to examine W+heavy flavor
fraction and shapes, we compare the data and Monte
Carlo distributions of kinematic variables in the signal
regions of tagged 2- and 3-jet events to check the model-
ing of all of these variables, and we verify the modeling
of the correlations between the discriminating variables.
A sample of the validation plots we examine is shown

in Figures 16, 17, and 18. The close match of the distri-
butions gives confidence in the results. The validations
of the modeling of other observable quantities are shown
later in this paper.
Out of the hundreds of distributions checked for

discrepancies, only two distributions in the untagged
W+jets data were found to be poorly simulated by our
Monte Carlo model: the pseudorapidity of the lowest-
energy jet in both W +2 jet and W+3 jet events and the
distance between the two jets in φ− η space in W +2 jet
events. These discrepancies are used to estimate system-

Single Top at CMS (2010) PRD82 112005
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If predictions for signal are wrong: one 
may not find something that’s there
Backgrounds can be tuned to data in 
control regions, but one needs to be 
careful not to overstretch predictions: 
i.e. shapes need to be trustable with 
uncertainty estimates
Theory predictions need to be fully 
exclusive to also simulate the detector 
response on all the particles
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QCD radiation

Need to match the fixed order calculation to a parton shower to be 
able to describe all this radiation, so that detector response can be 
properly accounted for

7

Typical LHC collision
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This means?

This means that in analyses accurate, quantitative, hadron-level 
predictions will play an important role

Hence, we need (at least) 
NLO+PS 

(Next-to-leading Order matched to a parton shower)

8
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Quantitative predictions

For precise, quantitative comparisons between theory and data, (at least) 
Next-to-Leading-Order corrections are a must

9
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Fig. 7 Normalised differential tt̄ production cross section in the dilep-
ton channels as a function of the pℓ

T (top left) and ηℓ (top right) of the
leptons, and the pℓ+ℓ−

T (bottom left), and mℓ+ℓ−
(bottom right) of the

lepton pair. The superscript ‘ℓ’ refers to both ℓ+ and ℓ−. The inner

(outer) error bars indicate the statistical (combined statistical and sys-
tematic) uncertainty. The measurements are compared to predictions
from MADGRAPH, POWHEG, and MC@NLO. The MADGRAPH pre-
diction is shown both as a curve and as a binned histogram

rapidity, ηb, are shown. Also shown are predictions from
MADGRAPH, POWHEG, and MC@NLO. Good agreement is
observed between the data and the theoretical predictions
within experimental uncertainties.

For the dilepton channels, the normalised tt̄ differential
cross section as a function of the lepton and b jet kinematic
properties is defined at the particle level for the visible phase
space where the leptons have |ηℓ| < 2.4 and pℓ

T > 20 GeV,
and the b jets from the top-quark decays both lie within the
range |η| < 2.4 and pT > 30 GeV. The b jet at the particle
level is defined as described above for the ℓ + jets analysis.

In Fig. 7, the normalised differential cross section for
the following lepton and lepton-pair observables are pre-
sented: the transverse momentum of the leptons pℓ

T, the
pseudorapidity ηℓ of the leptons, the transverse momen-
tum of the lepton pair pℓ+ℓ−

T , and the invariant mass of the
lepton pair mℓ+ℓ−

. The distributions for the transverse mo-
mentum of the b jets, pb

T, and their pseudorapidity, ηb, are
shown in Fig. 8. Predictions from MADGRAPH, POWHEG,
and MC@NLO are also shown. Good agreement is observed
between data and theoretical predictions within experimen-
tal uncertainties. The MC@NLO and POWHEG predictions,

LO 
accuracy

NLO 
accuracy
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Next-to-leading order

Computing next-to-leading order corrections used to be difficult:

Virtual corrections: how to compute the loops automatically in a reasonable 
amount of time

How to deal with infra-red divergences: virtual corrections and real-emission 
corrections are separately divergent and only their sum is finite (for IR-safe 
observables) according to the KLN theorem

How to match these processes to a parton shower without double counting

Due to these difficulties, it used to take at least several months to be able to 
compute a new process at NLO accuracy

10

+ anything
= + O(αs2) +

Leading Order
Next-to-Leading Order

NNLO and beyond

Virtual 
corrections

Real-emission 
corrections

All these obstacles have now been solved in 
completely general ways

They have all been cast in the form of algorithms 
that are implemented in computer code

This brings that making predictions at NLO 
accuracy, has become as simple as LO accuracy
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Automation

MadFKS (RF, Frixione, Maltoni, Stelzer, 0908.4272), HELAC (Czakon, Papadopoulos, Worek 
0905.0883), MadDipole (RF, Gehrmann, Greiner 1004.2905, 0808.2128), SHERPA (Gleisberg, 
Krauss 0709.2881), MadLoop (Hirschi, RF, Frixione, Garzelli, Maltoni, Pittau, 1103.0621), 
BlackHat (Berger, Bern, Dixon, Febres Cordero, Forde, Gleisberg, Ita, Kosower, Maitre 
1009.2338), Rocket (Ellis, Giele, Kunszt, Melnikov, Zanderighi 0810.2762), HELAC-NLO 
(Bevilacqua, Czakon, Garzelli, van Hameren, Kardos, Papadopoulos, Pittau, Worek, 1110.1499), 
GoSam (Cullen, Greiner, Heinrich, Luisoni, Mastrolia, Ossola, Reiter, Tramontano, 1111.2034), 
OpenLoops (Cascioli, Maierhofer, Pozzorini, 1111.5206), NJET (Badger, Biedermann, Uwer, 
Yundin, 1309.6585), RECOLA (Actis, Denner, Hofer, Scharf, Uccirati, 1211.6316), POWHEG-
BOX (Nason, Oleari) etc.

11

Although the formal solutions have existed for quite some time, finding 
practical implementations that allow the generation of processes with 
1000s of diagrams at NLO accuracy is fairly difficult 

I started working on NLO automation in 2008; we were less than 10 
people working on this back then

The field has grown and is still developing at a high pace
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Automation

Good news: a lot of progress has been made!

There are now frameworks that allows for collider physics 
predictions at (N)LO and (N)LO+PS accuracy

Personally, I’m involved in 
 
 

                         MadGraph5_aMC@NLO 
 

For NLO(+PS) currently limited to the SM and QCD corrections 
only, but improvements to allow for any type of corrections in any 
BSM model ongoing

12

Alwall, RF, S.Frixione, V.Hirschi, F.Maltoni, O.Mattelaer, 
H-S.Shao, T.Stelzer, P.Torrielli, M.Zaro, arXiv:1405.0301
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MadGraph5_aMC@NLO

Modular structure:

Use MadGraph5 for LO and steering

MadFKS for factoring out Infrared 
singularities

MadLoop for the virtual corrections

aMC@NLO for matching to the 
parton shower

Even though there is no other single 
code on the market than can do all 
these, the various components can be 
taken from different codes and put 
together, e.g. Sherpa+GoSam 
(for references see previous slides)
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MadGraph5

MadFKS

MadLoop

aMC@NLO

http://amcatnlo.cern.ch
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Level of automation

To make predictions easy in MadGraph5_aMC@NLO we have 
inherited the user-friendly interface from the MadGraph5 code

NLO predictions are really as simple as:

14

MG5_aMC> generate p p > h h t t~ [QCD]

MG5_aMC> output my_NLO_hhtt_process

MG5_aMC> launch

$ ./bin/mg5

Ready for phenomenology!
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LHC phenomenology

What I mean by phenomenology is the following:

To try to understand possible discrepancies between data and theoretical 
predictions

To suggest experimentalists to search for new interesting features of 
quantum field theory

To show how improved predictions might affect current and future 
measurements

To check the self-consistency between various levels of sophistication 
within theory predictions

To show how experimentalists could improve their measurements by 
using specific features of collider signatures

To develop new methods for making predictions

…

15
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a couple of examples

Predictions for Higgs pair production 
[RF et al. Phys.Lett. B732 (2014) 142-149]

T-odd asymmetry in W+jet events 
[RF et al. Phys.Rev.Lett. 113 (2014) 152001] 

Top quark induced backgrounds to Higgs production  
[RF Phys.Rev.Lett. 112 (2014) 8, 082002]

Automated NNLL + NLO jet-veto predictions  
[T. Becher et al. EPJC 75 (2015) 4, 154]

Multi-jet production in association with a EW vector boson 
[RF et al. arXiv:1511.00847]

16
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Predictions for Higgs pair 
production

To confirm that the found Higgs boson is indeed the SM Higgs boson and 
responsible for the masses of all the SM particles, the coupling strength to 
all massive particles need to be measured

In particular the Higgs self coupling is extremely important here

Higgs pair production is the only way to get direct information on the 
Higgs self-coupling

Producing Higgs pair in association with other particles reduces the cross 
section, but increases the handles to tag it

17

H

H

H

H

Figure 1: Classes of diagrams for Higgs pair production in hadron
hadron collisions: double Higgs production without HHH vertices
on the left-hand side, and, on the right-hand side, the contribution
due to the Higgs self interaction. Final state particles other than the
Higgs bosons are understood.

lows. Here, we limit ourselves to pointing out that HH
production via gluon-gluon fusion is computed at the NLO
in a “loop-improved” EFT approach, using the exact one-
loop real-emission and improved one-loop virtual matrix
elements; that in the case of tt̄HH and tjHH produc-
tion exact NLO QCD results are presented in this paper
for the first time; and that by matching NLO computa-
tions to parton showers we generate samples of events,
also for the first time, for each of the production chan-
nels, which can be used for fully realistic simulations, in-
cluding those at detector level. With the exception of
the gluon-gluon fusion process which, being loop-induced,
needs an ad-hoc treatment, our results are obtained auto-
matically with the publicly-available version of the Mad-

Graph5_aMC@NLO framework [16, 17].
In the next section we introduce and review the main

features of the Higgs-pair production channels. In sec-
tion 3 we present the calculation and simulation frame-
work, and in section 4 we collect results for some selected
observables together with their uncertainties. We sum-
marise our findings and prospects in the conclusions.

2. Higgs pair production channels

In the SM, the diagrams contributing to Higgs pair pro-
duction can be organised in two classes (see fig. 1): those
where both Higgs bosons couple only to vector bosons or
to heavy quarks, and those that feature the Higgs self cou-
pling.

The dominant channel for Higgs pair production is
gluon-gluon fusion via virtual top quarks, i.e., box and
triangle diagrams. This process therefore starts at the
leading order with a loop, exactly as single-Higgs produc-
tion. In contrast with the latter, however, the effective
field theory approach (where Higgs-gluons vertices are in-
cluded in the lagrangian LHEFT = αS/(3πv2)(φ†φ)GG, G
being the QCD field tensor) provides only a rough ap-
proximation for total rates, and a very poor one for dis-
tributions [18, 10]. Better predictions, which take loop
effects into account exactly, need therefore to be employed
in actual phenomenological and experimental studies. Re-
sults have been available for some time, and implemented
in the code HPAIR [12, 13], which deals with both the

SM and the MSSM, but is only capable of computing to-
tal cross sections. In HPAIR the NLO calculation is es-
sentially performed with EFT techniques; the exact one-
loop Born amplitudes are however employed as leading-
order contribution to the NLO cross section, and used to
reweight (after the integration over the polar scattering
angle) the HEFT virtual- and real-emission matrix ele-
ments. In this work we improve on the HPAIR approach
on several counts. Firstly, we include the exact one-loop
results not only for the 2 → 2 Born amplitudes, but also
for the 2 → 3 real-emission processes, which we compute
with MadLoop [19]. In other words, the only approxima-
tion made at the level of matrix elements is that for the
finite part of the two-loop virtual corrections which, being
presently unknown, is approximated by the corresponding
one-loop HEFT result reweighted (without any intermedi-
ate integration) with the exact one-loop Born amplitude.
Secondly, in the loops we make use of the complex mass
(and Yukawa) scheme for the top quark [20, 21]. Thirdly,
our results are fully differential, and can be used to ob-
tain any distribution after matching with parton shower.
In summary, our predictions improve both on the total
cross sections that can be obtained with HPAIR, and on
the differential, hadron-level (i.e., showered) observables
recently presented in ref. [22, 23] (which do not include
virtual effects, and are therefore akin to tree-level merged
results). We also stress we do not make use of the recently-
derived 1/mt effects at the NLO accuracy [24], of the
NNLO HEFT results for total rates [25] and of threshold
resummation [26]. More details on the procedure employed
in this work will be presented elsewhere [27].

The second-largest production channel is vector bo-
son fusion (VBF). In this case the NLO QCD corrections
are trivial, as they involve the same contributions as for
single-Higgs production. In VBF we compute only vertex
loop corrections, i.e., the finite part of the pentagon and
hexagon loop diagrams are discarded for simplicity. These
contributions only affect interferences between diagrams
that feature identical quarks, which are negligibly small
already at the LO. NLO results have been presented in
the literature (see e.g. [15]) only for total rates. In this
paper we study, for the first time, differential observables
for VBF in the SM at fixed NLO and matched to parton
showers, showing distributions for the latter. Distribu-
tions at fixed NLO in the two Higgs doublet model have
appeared in ref. [28]. We point out that, although NNLO
corrections to the total VBF cross sections are not known,
they could be easily computed following the approach of
ref. [29].

At variance with single-Higgs production, the produc-
tion of a Higgs pair in association with a tt̄ pair is the third
most important process and, in fact, it is even larger than
VBF at high Higgs-pair transverse momenta, or for col-
lider centre-of-mass energies higher than that of the LHC.
The inclusion of NLO QCD corrections in this process has
never been achieved prior to this work, even at a fully
inclusive level, as it involves thousands of Feynman dia-

2
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Higgs pair production cross sections as a function of the collider 
energy (left) and Higgs triple coupling (right)

Width of the bands are uncertainty estimates
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Figure 2: Total cross sections at the NLO in QCD for the six largest HH production channels at pp colliders. The thickness of the lines
corresponds to the scale and PDF uncertainties added linearly.

second-largest when c.m. energies approach
√

s =100 TeV.
Secondly, the theoretical uncertainties due to scale varia-
tions in the three most important processes (gluon-gluon
fusion, VBF, and tt̄ associated production) are sizably re-
duced by the inclusion of the NLO corrections. Thirdly,
the K-factor is always slightly larger than one, except for
gluon-gluon fusion where it is of order two, and for the top-
pair associated channel where it is smaller than one. Fi-
nally, PDF uncertainties are comparable to NLO scale un-
certainties, except in the case of gluon-gluon fusion, where
the latter are dominant. In the case of V HH and tjHH
production it is manifest that the standard procedure of
determining uncertainties due to missing higher orders by
varying the scales does not give a reliable estimate.

In fig. 3 we display total LO and NLO cross sections
for the six dominant HH production channels at the LHC
with

√
s =14 TeV, as a function of the self-interaction cou-

pling λ. The dashed (solid) lines and light- (dark-)colour
bands correspond to the LO (NLO) results and to the scale
and PDF uncertainties added linearly. The SM value of
the cross section corresponds to λ/λSM = 1. The sensi-
tivity of the total cross sections to the actual value of λ
depends in a non-trivial way on the relative couplings of
the Higgs to vector bosons and top quarks, and on the
kinematics in a way that is a difficult to predict a priori,
i.e., without an explicit calculation. The reduction of the
scale uncertainties that affect the gg → HH , VBF, and

tt̄HH rates, due to the inclusion of NLO corrections, and
pointed out in table 1 for the SM, is seen here also for
values of λ ̸= λSM.

We then plot typical distributions for all channels and
at the 14 TeV LHC, which we obtain by generating sam-
ples of events at parton level, which are then showered
with Pythia8 (solid) and HERWIG6 (dashes). Being
tiny at the 14 TeV LHC, we do not show the results for
single-top associated production. We present observables
at the NLO+PS accuracy in the main frames of the plots:
the transverse momentum of the hardest (softest) Higgs in
fig. 4 (fig. 5), and the transverse momentum (fig. 6) and the
invariant mass (fig. 7) of the Higgs pair. The insets show,
channel by channel, the ratios of NLO+Pythia8 (solid),
NLO+HERWIG6 (dashes), LO+HERWIG6 (dashed with
open boxes) results over the LO+Pythia8 ones. The
dark-colour (light-colour) bands display the scale (red) and
PDF (blue) uncertainties added linearly for the NLO (LO)
simulations.

NLO effects appear as overall rescaling factors only
in some distributions and on a channel-dependent basis.
Moreover, differences between results obtained with the
two different shower programs are very mild for all ob-
servables and anyway decreasing when going from LO to
NLO. In addition, we have checked that differences in the
distributions between NLO+Pythia8/NLO+HERWIG6

and NLO fixed-order results are quite small (typically less
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Figure 3: Total cross sections at the LO and NLO in QCD for HH production channels, at the
√

s =14 TeV LHC as a function of the
self-interaction coupling λ. The dashed (solid) lines and light- (dark-)colour bands correspond to the LO (NLO) results and to the scale and
PDF uncertainties added linearly. The SM values of the cross sections are obtained at λ/λSM = 1.
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Transverse momentum of 
the Higgs pairs

Matched to Herwig6 and 
Pythia8 parton showers

Differences between parton 
showers rather small

NLO corrections 
reasonable; left-over 
uncertainties under control

For some of the HH 
channels, these are 
currently the most precise 
predictions available
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Figure 6: As in fig. 4, for the transverse momentum of the Higgs pair.
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T-odd asymmetry in W+jet 
events

W-bosons produced at high transverse momentum can have a polarisation along 
the direction perpendicular to the production plane, which is odd under T-reversal 
(where both the three-momenta and the angular momenta are reversed)

T-odd asymmetry has never been measured, even though it is know to exist in 
the theory  for more than 30 years

Small effect and therefore large statistical uncertainties

The leptons from the W-boson 
decay inherit the polarisation 
information in their angular 
distributions

Perturbative QCD predicts a 
non-zero contribution to this  
asymmetry at the one-loop level
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FIG. 1. x⊥
l = p⊥l /(MW /2) distributions for the W+jet

events after the selection cuts (a-e) and a cut of ∆η > 1.0,
at the 8 TeV LHC, in the leading-order calculation at the
parton-level. Predictions for x⊥

l > 0 and x⊥
l < 0 regions

are separately plotted in the red solid and blue dashed lines,
respectively.

Now that we have established the size of the asym-
metry at the parton level, we present our main results
in Fig. 2. In this figure, we show our simulated cross
sections at the detector-level after the selection cuts (a-
e) and a cut of |x⊥

l | > 0.6. The left, middle and right
panels show the ∆η distributions for the cross section,
the left-right difference of the cross sections defined as
σ(x⊥

l > 0)− σ(x⊥
l < 0), and the left-right asymmetry of

the cross sections defined as

A ≡
σ(x⊥

l > 0)− σ(x⊥
l < 0)

σ(x⊥
l > 0) + σ(x⊥

l < 0)
, (5)

respectively. Results obtained by Mad-
Graph5_aMC@NLO and LOMC simulations are
shown in the dark-colored large-hatched histograms and
light-colored small-hatched histograms, respectively.
Histograms are normalized to the expected number of
events per bin at the 8 TeV LHC with 20 fb−1 of data
after the selection cuts (a-e) and a cut of |x⊥

l | > 0.6 are
applied. The vertical widths of the histograms indicate
the scale uncertainty in the simulation.
As seen in the left panel, there is a difference between

the predicted cross sections for MadGraph5_aMC@NLO

and LOMC. This comes from nothing but the NLO cor-
rection to the total cross section, which is included in the
MadGraph5_aMC@NLO but not in the LOMC. For our
central scale choice, the K-factor is found to be around
1.5 for smaller |∆η|, but above 2 for larger |∆η|. In the
middle panel, the left-right difference of the cross sections
is found consistent with the behavior of the F7 terms.
The results by the two simulations are very similar, which
is consistent with our näıve expectation. This is because
both the generators contain the leading O(α2

s) terms for
the P -odd contributions. In principle, differences can
be induced due to the use of different set of PDFs and
the different treatment in the parton-shower simulation

at the NLO and LO. However, our results suggest that
these effects are negligibly small. In the right panel, we
find that an order of 5-10% left-right asymmetry is pre-
dicted and that the asymmetry is robust even after the
inclusion of QCD ISR/FSR and the detector smearing.
We point out that a smaller left-right asymmetry is pre-
dicted by MadGraph5_aMC@NLO than LOMC, due to
the large enhancement of the total cross section which
enters in the denominator of the asymmetry.
The scale uncertainties in our simulations deserve extra

attention. In the LOMC simulation, there are two sources
of scale uncertainty; one is the choice of the scales at
the parton-level calculation, namely, the scales in strong
coupling constant and in the PDFs, and the other is the
choice of the initial scale in the parton showering. Vari-
ation of the choice of the former scales affects the cross
section and the lepton distribution at the parton-level.
Since the P -even (P -odd) part of the cross section is
O(αs) [O(α2

s)], we expect an overall scale dependence
of O(10%) [O(20%)] by the scale variation of αs. Varia-
tion of the scale in the parton showering affects the num-
ber and distribution of the ISR/FSR jets. In our event
analysis, it affects the probability that the leading jet is
misidentified by an ISR jet, which results in the error of
∆η. If the scale is taken higher, more jets are produced
via parton showering, and the misidentification probabil-
ity increases. This causes a significant scale dependence
in the cross sections for large |∆η|, because ISR jets tend
to appear at large |ηj |. The total scale uncertainty in
the cross section is not very large because the increase in
the number of W+jet events due to ISR jets is partially
canceled by the smaller αs at the higher scale. For the
left-right difference of the cross section, the shower-scale
variation does not cause significant shift in any ∆η re-
gions, because the sum of the left-right difference over
the entire ∆η range is zero. Its scale dependence is only
governed by the overall α2

s factor. Overall, the scale un-
certainty in the left-right asymmetry is estimated to be
about 20% (30%) in the small (large) |∆η| regions.
In the MadGraph5_aMC@NLO simulation, there

is a cancellation in the dependence on the parton
shower starting scale and the Monte Carlo subtraction
terms [25] leading to a negligible uncertainty coming from
this scale for the observables studied here. Therefore,
the total scale uncertainty for the left-right asymmetry,
which is about 10% in any region of |∆η|, is significantly
reduced from that in the LOMC results.
The difference in magnitude of the left-right asym-

metry between the two simulations can be understood
by the K-factor for the total cross section in the Mad-

Graph5_aMC@NLO result, entering only in the denomi-
nator of eq.(5). The LOMC predictions do not have this
apparent mismatch, since both numerator and denomi-
nator are computed at LO accuracy. Since the difference
between the MadGraph5_aMC@NLO and LOMC simu-
lations is larger than the accuracy of either one of these

2

has been reported so far. One of the reasons for the
difficulty of the measurement might be that loop-level
effects, such as T-odd asymmetries of the amplitudes,
were not available in the LO event generators which are
commonly used to simulate detector responses by exper-
imentalists. In this Letter, we study how the T-odd ef-
fects are included in the multi-purpose NLO event gen-
erator MadGraph5_aMC@NLO [16]3, which has been
made public very recently. Furthermore, we demon-
strate how the effects of QCD initial-state/final-state ra-
diation (ISR/FSR) and those of finite detector resolu-
tion affect the measurements. In order to study sys-
tematics of higher order QCD corrections, we prepare
two types of event samples; one is generated by Mad-

Graph5_aMC@NLO [16, 17] where the W+jet events
are calculated at the NLO+PS (parton shower) level,
and the other is generated by a hand-made event gen-
erator which we call LOMC where all the F1−9 struc-
ture functions are implemented at the LO with the help
of BASES/SPRING code [18]. We stress that, although
the MadGraph5_aMC@NLO code generates events with
NLO accuracy, the T-odd observables constructed from
these events are accurate at LO because these observ-
ables receive contributions only at the one-loop level and
beyond.
We remind the reader that all contributions to NLO

calculations are completely automated in the Mad-

Graph5_aMC@NLO code: the virtual corrections are
computed in the MadLoop module [19], which is based
on the OPP integrand-reduction method [20] (as im-
plemented in CutTools [21]) and the OpenLoops tech-
nique [22]; the factorization of the infra-red singularities
is achieved by adopting the FKS method [23], as im-
plemented in the MadFKS module [24]; and the consis-
tent matching to parton showers is obtained by using the
MC@NLO technique [25].
For the MadGraph5_aMC@NLO simulation, we gen-

erate the pp → µ+νµj process4 at the NLO. CTEQ6M

parton distribution functions (PDFs) [26] are used, and
the factorization and renormalization scales are set to
µF = µR = qT . Phase-space cuts are applied at the
generation-level, which are qT > 25 GeV, pjT > 25 GeV,
pµT > 22 GeV in the regions of |ηµ| < 2.5, and pνT >
10 GeV, where piT and ηi are the transverse momen-
tum and pseudo-rapidity of a particle i, respectively.
Parton showering and hadronization are simulated with
Herwig6 [27], and detector simulation is performed with
PGS4 [28]. Jets are reconstructed using the anti-kT jet
clustering [29] with ∆R = 0.4.

3 We have confirmed by the stand-alone matrix-element calcula-
tion that the T-odd terms completely agree with the analytic
expressions in Ref. [5] at arbitrary phase-space points.

4 We do not take into account decays into µ
− and e

±, but these can
be used to collect more data or to check the results independently.

We generate net about 100M of events with Mad-

Graph5_aMC@NLO as a difference between positive
weight events and negative weight events. The scale
variation can be estimated at no extra computational
cost [30]. For the LOMC, we perform the simulation in
a similar setup to that for MadGraph5_aMC@NLO, but
with CTEQ6L PDFs and LO matching with parton show-
ers. For each of the three choices of the scales, µ = qT ,
qT /2 and 2qT , we generate 100M of only positive weight
events.
For the generated events, we apply the following se-

lection cuts. Denoting the missing transverse momen-
tum by p⃗/T and defining the transverse mass as MT ≡
√

2(plT p/T − p⃗lT · p⃗/T ), we require (a) one µ+ with pT >
25 GeV and |η| < 2.4; (b) p/T > 25 GeV; (c) qT ≡
|p⃗µT + p⃗/T | > 30 GeV; (d) MT > 60 GeV; (e) the leading
jet satisfies pT > 30 GeV and |η| < 4.4. After these selec-
tion cuts, the cross section is about 200 pb at the NLO.
We note that these cuts are similar to those applied in the
earlier W boson observation at the LHC [13, 14], where
a good signal-to-background ratio has been achieved.
To observe the F7 contribution, we have to measure

sin θ sinφ and cos θ̂, event by event, because F7 is an odd
function of cos θ̂. We define the charged-lepton momen-
tum component perpendicular to the scattering plane as

p⊥l =
p⃗p1

× q⃗T · p⃗l
|p⃗p1

× q⃗T |
, (3)

where p⃗p1
, q⃗T and p⃗l are the right-moving proton mo-

mentum, the W transverse momentum and the lepton
momentum, respectively, all in the laboratory frame. In
terms of p⊥l , sin θ sinφ of eq. (2) can be observed as,

(sin θ sinφ)obs. = p⊥l /(mW /2) ≡ x⊥
l , (4)

in the narrow width limit of the W boson. On the other
hand, the measurement of cos θ̂ is affected by the two-
fold ambiguity in determining the neutrino longitudinal
momentum, or the W-boson rest frame. Instead, we use
the pseudo-rapidity difference between the charged lep-
ton and the leading hard jet, ∆η ≡ ηµ − ηj , which has

strong correlation with cos θ̂ [6].
The determination of x⊥

l is affected by the uncertainty
in the p⃗/ measurement, because the scattering plane is
determined by the W transverse momentum, which is
the vector sum of the lepton and missing transverse mo-
menta. To reduce the impact of this uncertainty, we se-
lect events with large |x⊥

l | and simply focus on difference
in the numbers of events for x⊥

l > 0 and x⊥
l < 0, which we

call the left-right asymmetry. To pin down an appropri-
ate selection cut on |x⊥

l |, we investigate the distribution
of x⊥

l . In Fig. 1, we show the x⊥
l distribution after the

selection cuts (a-e) and a cut of ∆η > 1.0 at the parton
level, where an outgoing parton is identified with a hard
jet. By selecting events with large |x⊥

l |, we can reduce
the smearing of the asymmetric distribution without loss
of statistics.

Normalised charged-lepton momentum 
perpendicular to the production plane
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FIG. 1. x⊥
l = p⊥l /(MW /2) distributions for the W+jet

events after the selection cuts (a-e) and a cut of ∆η > 1.0,
at the 8 TeV LHC, in the leading-order calculation at the
parton-level. Predictions for x⊥

l > 0 and x⊥
l < 0 regions

are separately plotted in the red solid and blue dashed lines,
respectively.

Now that we have established the size of the asym-
metry at the parton level, we present our main results
in Fig. 2. In this figure, we show our simulated cross
sections at the detector-level after the selection cuts (a-
e) and a cut of |x⊥

l | > 0.6. The left, middle and right
panels show the ∆η distributions for the cross section,
the left-right difference of the cross sections defined as
σ(x⊥

l > 0)− σ(x⊥
l < 0), and the left-right asymmetry of

the cross sections defined as

A ≡
σ(x⊥

l > 0)− σ(x⊥
l < 0)

σ(x⊥
l > 0) + σ(x⊥

l < 0)
, (5)

respectively. Results obtained by Mad-
Graph5_aMC@NLO and LOMC simulations are
shown in the dark-colored large-hatched histograms and
light-colored small-hatched histograms, respectively.
Histograms are normalized to the expected number of
events per bin at the 8 TeV LHC with 20 fb−1 of data
after the selection cuts (a-e) and a cut of |x⊥

l | > 0.6 are
applied. The vertical widths of the histograms indicate
the scale uncertainty in the simulation.
As seen in the left panel, there is a difference between

the predicted cross sections for MadGraph5_aMC@NLO

and LOMC. This comes from nothing but the NLO cor-
rection to the total cross section, which is included in the
MadGraph5_aMC@NLO but not in the LOMC. For our
central scale choice, the K-factor is found to be around
1.5 for smaller |∆η|, but above 2 for larger |∆η|. In the
middle panel, the left-right difference of the cross sections
is found consistent with the behavior of the F7 terms.
The results by the two simulations are very similar, which
is consistent with our näıve expectation. This is because
both the generators contain the leading O(α2

s) terms for
the P -odd contributions. In principle, differences can
be induced due to the use of different set of PDFs and
the different treatment in the parton-shower simulation

at the NLO and LO. However, our results suggest that
these effects are negligibly small. In the right panel, we
find that an order of 5-10% left-right asymmetry is pre-
dicted and that the asymmetry is robust even after the
inclusion of QCD ISR/FSR and the detector smearing.
We point out that a smaller left-right asymmetry is pre-
dicted by MadGraph5_aMC@NLO than LOMC, due to
the large enhancement of the total cross section which
enters in the denominator of the asymmetry.
The scale uncertainties in our simulations deserve extra

attention. In the LOMC simulation, there are two sources
of scale uncertainty; one is the choice of the scales at
the parton-level calculation, namely, the scales in strong
coupling constant and in the PDFs, and the other is the
choice of the initial scale in the parton showering. Vari-
ation of the choice of the former scales affects the cross
section and the lepton distribution at the parton-level.
Since the P -even (P -odd) part of the cross section is
O(αs) [O(α2

s)], we expect an overall scale dependence
of O(10%) [O(20%)] by the scale variation of αs. Varia-
tion of the scale in the parton showering affects the num-
ber and distribution of the ISR/FSR jets. In our event
analysis, it affects the probability that the leading jet is
misidentified by an ISR jet, which results in the error of
∆η. If the scale is taken higher, more jets are produced
via parton showering, and the misidentification probabil-
ity increases. This causes a significant scale dependence
in the cross sections for large |∆η|, because ISR jets tend
to appear at large |ηj |. The total scale uncertainty in
the cross section is not very large because the increase in
the number of W+jet events due to ISR jets is partially
canceled by the smaller αs at the higher scale. For the
left-right difference of the cross section, the shower-scale
variation does not cause significant shift in any ∆η re-
gions, because the sum of the left-right difference over
the entire ∆η range is zero. Its scale dependence is only
governed by the overall α2

s factor. Overall, the scale un-
certainty in the left-right asymmetry is estimated to be
about 20% (30%) in the small (large) |∆η| regions.
In the MadGraph5_aMC@NLO simulation, there

is a cancellation in the dependence on the parton
shower starting scale and the Monte Carlo subtraction
terms [25] leading to a negligible uncertainty coming from
this scale for the observables studied here. Therefore,
the total scale uncertainty for the left-right asymmetry,
which is about 10% in any region of |∆η|, is significantly
reduced from that in the LOMC results.
The difference in magnitude of the left-right asym-

metry between the two simulations can be understood
by the K-factor for the total cross section in the Mad-

Graph5_aMC@NLO result, entering only in the denomi-
nator of eq.(5). The LOMC predictions do not have this
apparent mismatch, since both numerator and denomi-
nator are computed at LO accuracy. Since the difference
between the MadGraph5_aMC@NLO and LOMC simu-
lations is larger than the accuracy of either one of these
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FIG. 1. x⊥
l = p⊥l /(MW /2) distributions for the W+jet

events after the selection cuts (a-e) and a cut of ∆η > 1.0,
at the 8 TeV LHC, in the leading-order calculation at the
parton-level. Predictions for x⊥

l > 0 and x⊥
l < 0 regions

are separately plotted in the red solid and blue dashed lines,
respectively.

Now that we have established the size of the asym-
metry at the parton level, we present our main results
in Fig. 2. In this figure, we show our simulated cross
sections at the detector-level after the selection cuts (a-
e) and a cut of |x⊥

l | > 0.6. The left, middle and right
panels show the ∆η distributions for the cross section,
the left-right difference of the cross sections defined as
σ(x⊥

l > 0)− σ(x⊥
l < 0), and the left-right asymmetry of

the cross sections defined as

A ≡
σ(x⊥

l > 0)− σ(x⊥
l < 0)

σ(x⊥
l > 0) + σ(x⊥

l < 0)
, (5)

respectively. Results obtained by Mad-
Graph5_aMC@NLO and LOMC simulations are
shown in the dark-colored large-hatched histograms and
light-colored small-hatched histograms, respectively.
Histograms are normalized to the expected number of
events per bin at the 8 TeV LHC with 20 fb−1 of data
after the selection cuts (a-e) and a cut of |x⊥

l | > 0.6 are
applied. The vertical widths of the histograms indicate
the scale uncertainty in the simulation.
As seen in the left panel, there is a difference between

the predicted cross sections for MadGraph5_aMC@NLO

and LOMC. This comes from nothing but the NLO cor-
rection to the total cross section, which is included in the
MadGraph5_aMC@NLO but not in the LOMC. For our
central scale choice, the K-factor is found to be around
1.5 for smaller |∆η|, but above 2 for larger |∆η|. In the
middle panel, the left-right difference of the cross sections
is found consistent with the behavior of the F7 terms.
The results by the two simulations are very similar, which
is consistent with our näıve expectation. This is because
both the generators contain the leading O(α2

s) terms for
the P -odd contributions. In principle, differences can
be induced due to the use of different set of PDFs and
the different treatment in the parton-shower simulation

at the NLO and LO. However, our results suggest that
these effects are negligibly small. In the right panel, we
find that an order of 5-10% left-right asymmetry is pre-
dicted and that the asymmetry is robust even after the
inclusion of QCD ISR/FSR and the detector smearing.
We point out that a smaller left-right asymmetry is pre-
dicted by MadGraph5_aMC@NLO than LOMC, due to
the large enhancement of the total cross section which
enters in the denominator of the asymmetry.
The scale uncertainties in our simulations deserve extra

attention. In the LOMC simulation, there are two sources
of scale uncertainty; one is the choice of the scales at
the parton-level calculation, namely, the scales in strong
coupling constant and in the PDFs, and the other is the
choice of the initial scale in the parton showering. Vari-
ation of the choice of the former scales affects the cross
section and the lepton distribution at the parton-level.
Since the P -even (P -odd) part of the cross section is
O(αs) [O(α2

s)], we expect an overall scale dependence
of O(10%) [O(20%)] by the scale variation of αs. Varia-
tion of the scale in the parton showering affects the num-
ber and distribution of the ISR/FSR jets. In our event
analysis, it affects the probability that the leading jet is
misidentified by an ISR jet, which results in the error of
∆η. If the scale is taken higher, more jets are produced
via parton showering, and the misidentification probabil-
ity increases. This causes a significant scale dependence
in the cross sections for large |∆η|, because ISR jets tend
to appear at large |ηj |. The total scale uncertainty in
the cross section is not very large because the increase in
the number of W+jet events due to ISR jets is partially
canceled by the smaller αs at the higher scale. For the
left-right difference of the cross section, the shower-scale
variation does not cause significant shift in any ∆η re-
gions, because the sum of the left-right difference over
the entire ∆η range is zero. Its scale dependence is only
governed by the overall α2

s factor. Overall, the scale un-
certainty in the left-right asymmetry is estimated to be
about 20% (30%) in the small (large) |∆η| regions.
In the MadGraph5_aMC@NLO simulation, there

is a cancellation in the dependence on the parton
shower starting scale and the Monte Carlo subtraction
terms [25] leading to a negligible uncertainty coming from
this scale for the observables studied here. Therefore,
the total scale uncertainty for the left-right asymmetry,
which is about 10% in any region of |∆η|, is significantly
reduced from that in the LOMC results.
The difference in magnitude of the left-right asym-

metry between the two simulations can be understood
by the K-factor for the total cross section in the Mad-

Graph5_aMC@NLO result, entering only in the denomi-
nator of eq.(5). The LOMC predictions do not have this
apparent mismatch, since both numerator and denomi-
nator are computed at LO accuracy. Since the difference
between the MadGraph5_aMC@NLO and LOMC simu-
lations is larger than the accuracy of either one of these

Cuts have been applied 
to enhance the effect
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Realistic setup: including detector simulation, experimental cuts, W-boson 
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FIG. 2. ∆η distributions for the cross section (left), left-right difference of the cross section (middle), and the left-right
asymmetry (right) at the 8 TeV LHC after the selection cuts and a cut of |x⊥

l | > 0.6. Results by the MadGraph5 aMC@NLO
and LOMC simulations are shown in dark-colored and light-colored histograms, respectively, with scale uncertainties.

codes, we regard this difference as an additional source
of uncertainty for this observable. To improve the situa-
tion, the NLO corrections also to the numerator of eq.(5)
are needed, however, they are currently not known.

Before closing, we present several comments. We
estimate the expected statistical error as δA =
√

(1−A2)/Nevt, and find that with 20 fb−1 of data,
δA is about (1.1, 1.5, 2.5, 4.5)×10−3 for |∆η| =([0,1],
[1,2], [2,3], [3,4]) bins, respectively. Therefore, the data
collected at the LHC should be enough to measure the
asymmetry. When a cut of |x⊥

l | > 0.8 is applied, the
asymmetry is enlarged by 10-20%, while the statistical
error also grows by about 30%. We comment on back-
ground events from the W+ → τ+ν decay followed by
the τ+ decay into µ+. We find that such events do not
exceed 2% of the W+ → µ+ν events in each bin of ∆η
after selection cuts (a-e) and a cut on |x⊥

l | > 0.6 are
applied. Hence non-zero value of the left-right asymme-
try is still observable in the presence of the W+ → τ+ν
background.

To summarize, we have examined the possibility of ob-
serving T-odd asymmetry in W+jet events at the LHC.
The asymmetry arises from the absorptive part of the
scattering amplitudes in perturbative QCD, and mani-
fests itself as a difference in the parity-odd distributions
in the lepton decay angle. We have demonstrated by
a simple detector-level analysis that the difference due
to the T-odd term remains detectable after the inclu-
sion of ISR/FSR radiation and detector resolution. The
prediction by the next-to-leading order event generator
MadGraph5_aMC@NLO contains relatively small scale
uncertainties due to the matching to the parton shower
at the NLO accuracy. On the other hand, the size of the
asymmetry may be under-predicted, because the as-yet
unavailable NLO corrections to the T-odd cross section
could be as large as those to the T-even cross section.
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FIG. 1. x⊥
l = p⊥l /(MW /2) distributions for the W+jet

events after the selection cuts (a-e) and a cut of ∆η > 1.0,
at the 8 TeV LHC, in the leading-order calculation at the
parton-level. Predictions for x⊥

l > 0 and x⊥
l < 0 regions

are separately plotted in the red solid and blue dashed lines,
respectively.

Now that we have established the size of the asym-
metry at the parton level, we present our main results
in Fig. 2. In this figure, we show our simulated cross
sections at the detector-level after the selection cuts (a-
e) and a cut of |x⊥

l | > 0.6. The left, middle and right
panels show the ∆η distributions for the cross section,
the left-right difference of the cross sections defined as
σ(x⊥

l > 0)− σ(x⊥
l < 0), and the left-right asymmetry of

the cross sections defined as

A ≡
σ(x⊥

l > 0)− σ(x⊥
l < 0)

σ(x⊥
l > 0) + σ(x⊥

l < 0)
, (5)

respectively. Results obtained by Mad-
Graph5_aMC@NLO and LOMC simulations are
shown in the dark-colored large-hatched histograms and
light-colored small-hatched histograms, respectively.
Histograms are normalized to the expected number of
events per bin at the 8 TeV LHC with 20 fb−1 of data
after the selection cuts (a-e) and a cut of |x⊥

l | > 0.6 are
applied. The vertical widths of the histograms indicate
the scale uncertainty in the simulation.
As seen in the left panel, there is a difference between

the predicted cross sections for MadGraph5_aMC@NLO

and LOMC. This comes from nothing but the NLO cor-
rection to the total cross section, which is included in the
MadGraph5_aMC@NLO but not in the LOMC. For our
central scale choice, the K-factor is found to be around
1.5 for smaller |∆η|, but above 2 for larger |∆η|. In the
middle panel, the left-right difference of the cross sections
is found consistent with the behavior of the F7 terms.
The results by the two simulations are very similar, which
is consistent with our näıve expectation. This is because
both the generators contain the leading O(α2

s) terms for
the P -odd contributions. In principle, differences can
be induced due to the use of different set of PDFs and
the different treatment in the parton-shower simulation

at the NLO and LO. However, our results suggest that
these effects are negligibly small. In the right panel, we
find that an order of 5-10% left-right asymmetry is pre-
dicted and that the asymmetry is robust even after the
inclusion of QCD ISR/FSR and the detector smearing.
We point out that a smaller left-right asymmetry is pre-
dicted by MadGraph5_aMC@NLO than LOMC, due to
the large enhancement of the total cross section which
enters in the denominator of the asymmetry.
The scale uncertainties in our simulations deserve extra

attention. In the LOMC simulation, there are two sources
of scale uncertainty; one is the choice of the scales at
the parton-level calculation, namely, the scales in strong
coupling constant and in the PDFs, and the other is the
choice of the initial scale in the parton showering. Vari-
ation of the choice of the former scales affects the cross
section and the lepton distribution at the parton-level.
Since the P -even (P -odd) part of the cross section is
O(αs) [O(α2

s)], we expect an overall scale dependence
of O(10%) [O(20%)] by the scale variation of αs. Varia-
tion of the scale in the parton showering affects the num-
ber and distribution of the ISR/FSR jets. In our event
analysis, it affects the probability that the leading jet is
misidentified by an ISR jet, which results in the error of
∆η. If the scale is taken higher, more jets are produced
via parton showering, and the misidentification probabil-
ity increases. This causes a significant scale dependence
in the cross sections for large |∆η|, because ISR jets tend
to appear at large |ηj |. The total scale uncertainty in
the cross section is not very large because the increase in
the number of W+jet events due to ISR jets is partially
canceled by the smaller αs at the higher scale. For the
left-right difference of the cross section, the shower-scale
variation does not cause significant shift in any ∆η re-
gions, because the sum of the left-right difference over
the entire ∆η range is zero. Its scale dependence is only
governed by the overall α2

s factor. Overall, the scale un-
certainty in the left-right asymmetry is estimated to be
about 20% (30%) in the small (large) |∆η| regions.
In the MadGraph5_aMC@NLO simulation, there

is a cancellation in the dependence on the parton
shower starting scale and the Monte Carlo subtraction
terms [25] leading to a negligible uncertainty coming from
this scale for the observables studied here. Therefore,
the total scale uncertainty for the left-right asymmetry,
which is about 10% in any region of |∆η|, is significantly
reduced from that in the LOMC results.
The difference in magnitude of the left-right asym-

metry between the two simulations can be understood
by the K-factor for the total cross section in the Mad-

Graph5_aMC@NLO result, entering only in the denomi-
nator of eq.(5). The LOMC predictions do not have this
apparent mismatch, since both numerator and denomi-
nator are computed at LO accuracy. Since the difference
between the MadGraph5_aMC@NLO and LOMC simu-
lations is larger than the accuracy of either one of these
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has been reported so far. One of the reasons for the
difficulty of the measurement might be that loop-level
effects, such as T-odd asymmetries of the amplitudes,
were not available in the LO event generators which are
commonly used to simulate detector responses by exper-
imentalists. In this Letter, we study how the T-odd ef-
fects are included in the multi-purpose NLO event gen-
erator MadGraph5_aMC@NLO [16]3, which has been
made public very recently. Furthermore, we demon-
strate how the effects of QCD initial-state/final-state ra-
diation (ISR/FSR) and those of finite detector resolu-
tion affect the measurements. In order to study sys-
tematics of higher order QCD corrections, we prepare
two types of event samples; one is generated by Mad-

Graph5_aMC@NLO [16, 17] where the W+jet events
are calculated at the NLO+PS (parton shower) level,
and the other is generated by a hand-made event gen-
erator which we call LOMC where all the F1−9 struc-
ture functions are implemented at the LO with the help
of BASES/SPRING code [18]. We stress that, although
the MadGraph5_aMC@NLO code generates events with
NLO accuracy, the T-odd observables constructed from
these events are accurate at LO because these observ-
ables receive contributions only at the one-loop level and
beyond.
We remind the reader that all contributions to NLO

calculations are completely automated in the Mad-

Graph5_aMC@NLO code: the virtual corrections are
computed in the MadLoop module [19], which is based
on the OPP integrand-reduction method [20] (as im-
plemented in CutTools [21]) and the OpenLoops tech-
nique [22]; the factorization of the infra-red singularities
is achieved by adopting the FKS method [23], as im-
plemented in the MadFKS module [24]; and the consis-
tent matching to parton showers is obtained by using the
MC@NLO technique [25].
For the MadGraph5_aMC@NLO simulation, we gen-

erate the pp → µ+νµj process4 at the NLO. CTEQ6M

parton distribution functions (PDFs) [26] are used, and
the factorization and renormalization scales are set to
µF = µR = qT . Phase-space cuts are applied at the
generation-level, which are qT > 25 GeV, pjT > 25 GeV,
pµT > 22 GeV in the regions of |ηµ| < 2.5, and pνT >
10 GeV, where piT and ηi are the transverse momen-
tum and pseudo-rapidity of a particle i, respectively.
Parton showering and hadronization are simulated with
Herwig6 [27], and detector simulation is performed with
PGS4 [28]. Jets are reconstructed using the anti-kT jet
clustering [29] with ∆R = 0.4.

3 We have confirmed by the stand-alone matrix-element calcula-
tion that the T-odd terms completely agree with the analytic
expressions in Ref. [5] at arbitrary phase-space points.

4 We do not take into account decays into µ
− and e

±, but these can
be used to collect more data or to check the results independently.

We generate net about 100M of events with Mad-

Graph5_aMC@NLO as a difference between positive
weight events and negative weight events. The scale
variation can be estimated at no extra computational
cost [30]. For the LOMC, we perform the simulation in
a similar setup to that for MadGraph5_aMC@NLO, but
with CTEQ6L PDFs and LO matching with parton show-
ers. For each of the three choices of the scales, µ = qT ,
qT /2 and 2qT , we generate 100M of only positive weight
events.
For the generated events, we apply the following se-

lection cuts. Denoting the missing transverse momen-
tum by p⃗/T and defining the transverse mass as MT ≡
√

2(plT p/T − p⃗lT · p⃗/T ), we require (a) one µ+ with pT >
25 GeV and |η| < 2.4; (b) p/T > 25 GeV; (c) qT ≡
|p⃗µT + p⃗/T | > 30 GeV; (d) MT > 60 GeV; (e) the leading
jet satisfies pT > 30 GeV and |η| < 4.4. After these selec-
tion cuts, the cross section is about 200 pb at the NLO.
We note that these cuts are similar to those applied in the
earlier W boson observation at the LHC [13, 14], where
a good signal-to-background ratio has been achieved.
To observe the F7 contribution, we have to measure

sin θ sinφ and cos θ̂, event by event, because F7 is an odd
function of cos θ̂. We define the charged-lepton momen-
tum component perpendicular to the scattering plane as

p⊥l =
p⃗p1

× q⃗T · p⃗l
|p⃗p1

× q⃗T |
, (3)

where p⃗p1
, q⃗T and p⃗l are the right-moving proton mo-

mentum, the W transverse momentum and the lepton
momentum, respectively, all in the laboratory frame. In
terms of p⊥l , sin θ sinφ of eq. (2) can be observed as,

(sin θ sinφ)obs. = p⊥l /(mW /2) ≡ x⊥
l , (4)

in the narrow width limit of the W boson. On the other
hand, the measurement of cos θ̂ is affected by the two-
fold ambiguity in determining the neutrino longitudinal
momentum, or the W-boson rest frame. Instead, we use
the pseudo-rapidity difference between the charged lep-
ton and the leading hard jet, ∆η ≡ ηµ − ηj , which has

strong correlation with cos θ̂ [6].
The determination of x⊥

l is affected by the uncertainty
in the p⃗/ measurement, because the scattering plane is
determined by the W transverse momentum, which is
the vector sum of the lepton and missing transverse mo-
menta. To reduce the impact of this uncertainty, we se-
lect events with large |x⊥

l | and simply focus on difference
in the numbers of events for x⊥

l > 0 and x⊥
l < 0, which we

call the left-right asymmetry. To pin down an appropri-
ate selection cut on |x⊥

l |, we investigate the distribution
of x⊥

l . In Fig. 1, we show the x⊥
l distribution after the

selection cuts (a-e) and a cut of ∆η > 1.0 at the parton
level, where an outgoing parton is identified with a hard
jet. By selecting events with large |x⊥

l |, we can reduce
the smearing of the asymmetric distribution without loss
of statistics.
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Top quark induced backgrounds 
to Higgs production

Large ttbar and single-top (mostly Wt) 
backgrounds for H ->WW* in the 1-jet bin

To improve the significance of the signal, 
stringent cuts are applied to suppress top 
quark backgrounds

Question: 
Does on-shell top production give a 
reasonable estimation of the top induced 
backgrounds under these stringent cuts that 
have been designed to remove top quark 
contributions?

Important not only for Higgs production, 
but for any process for which top quarks 
are a background
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A two-front war

•Two reasons for the dominance of theory uncertainties in Higgs analyses

Harlander, Kilgore ‘02; Anastasiou, Melnikov 
‘02; Ravindran, Smith van Neerven ‘03

Large fixed-order QCD corrections to 
Higgs production processes

Division into exclusive jet bins introduces large 
logarithms that must be resummed

•Progress on both fronts needed to improve Higgs-signal modeling 
for Run II of the LHC

4

Need precise (i.e. NLO) 
predictions for the full 2->6 
process, pp -> e+νeµ-vµbb, including 
all double, single and non-resonant 
contributions and their interference
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We need to apply a jet-veto (we are in the 1-jet bin), hence we need a 4FS 
calculation with massive b quarks

The b-quark mass will regulate the singularities, which means that one can apply 
a jet-veto without hitting divergences

Also the complete Wt associated single top contributions are included in the 
calculation

No separation between top pair and single top needed

Also some overlap with the WW background, which complicates the situation

Extremely though calculation with thousands of one-loop diagrams and many 
scales & masses!
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The top quark induced backgrounds to Higgs production in the WW (∗) → llνν decay
channel at NLO in QCD

R. Frederix1

1PH Department, TH Unit, CERN, CH-1211 Geneva 23, Switzerland

We present the complete NLO contributions to the pp → e+νeµ
−ν̄µbb̄ + X process in the four

flavour scheme, i.e. with massive b quarks, and its contribution to the H → WW (∗) → llνν mea-
surement in the 1-jet bin at the LHC. This background process includes top pair, single top and
non-top quark-resonant contributions. The uncertainty at NLO from renormalisation and factori-
sation scale dependence is about +30% −20%. We show that the NLO corrections are relatively
small, and that separating this background in top pair, Wt and b-quark associated llνν production
is a fair approximation.

After the Higgs boson discovery [1, 2] the next step is to
determine whether this boson is (solely) responsible for
the electroweak symmetry breaking and for generating
the masses of all the fundamental particles. The way
to tackle this is to extract the coupling constants of the
Higgs boson by measuring the Higgs boson cross sections
in as many production and decay modes as possible.

For the discovery of the Higgs boson the three most
important channels were the H → γγ, H → ZZ(∗) → 4l
and H → WW (∗) → llνν decay modes. Even though the
latter has the largest branching ratio, it has the smallest
contribution to the Higgs signal significance. This comes
as no surprise: due to the presence of two neutrinos in
the final state, the reconstruction of the Higgs signal in
the form of a narrow resonance peak over a flat back-
ground is not possible for this decay mode. This makes
the separation of the Higgs signal from (non) reducible
backgrounds much more complicated and precise predic-
tions for the backgrounds are needed to determine the
excess of events that can be attributed to the Higgs sig-
nal.

To increase the significance in the extraction of the
Higgs contribution for the H → WW (∗) → llνν channel,
the data is separated in jet bins by the CMS and ATLAS
experiments [3, 4]. In the 0-jet bin, the dominant back-
ground is the non-reducible pp → WW production. In
the 1-jet bin, where each event is required to have exactly
1 jet in association with the two charged leptons and the
missing ET , also the backgrounds from top quarks are
large; mostly top pair and Wt production. For a reli-
able simulation of these backgrounds, including next-to-
leading order (NLO) QCD corrections in the calculation
is essential. In this letter, we present the top induced
background to Higgs production in the 1-jet bin, without
separating top pair and Wt production and thus keeping
all their interference effects. This requires the calculation
of the NLO corrections to the pp → e+νeµ−ν̄µbb̄+X pro-
cess in the four-flavour (4F) scheme1, keeping the b quark

1 Results for this process have also recently been pre-

mass finite, which we present here for the first time.

The NLO corrections to the pp → e+νeµ−ν̄µbb̄ + X
process in the five-flavour (5F) scheme are known [5–7].
In the 5F scheme the mass of the b quark is neglected,
which means that the above process is not finite in fixed-
order perturbation theory without requiring phase-space
cuts on the final state b jets. Therefore, such a calcu-
lation cannot be used to estimate the Wt and top pair
production processes and, moreover, it cannot be used
to estimate the top background in the 1-jet bin in the
H → WW (∗) → llνν measurement, where a veto on a
second jet is needed.

The calculation of the pp → e+νeµ−ν̄µbb̄+X process in
the 4F scheme includes double top-quark resonant pro-
duction (“top pair production”), single top-quark reso-
nant contributions (“W boson associated single top pro-
duction”) as well as non top-quark resonant contributions
( “b-quark associated llνν production”). In Fig. 1 three
representative LO Feynman diagrams are shown for this
process. The calculation includes all the interference ef-
fects between the various contributions, as well as all off-
shell effects. In the 4F scheme the b quarks are treated
as massive particles, the running of the strong coupling
is performed with four flavours and a 4F PDF set should
be used. Keeping the b quark massive in the calculation
implies that even in the absence of any phase-space cuts,
the perturbative expansion yields finite results. For the
NLO computation presented here, the complete O(αs)
corrections have been included without resorting to any
approximations.

b

b̄

ν̄µ

µ−

e+

νe
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di-lepton invariant mass and azimuthal difference

NLO corrections are not an overall rescaling

Uncertainty is large, even at NLO 

Using separate calculations for ttbar and Wt yields a fair approximation, 
within the left-over theoretical uncertainties
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FIG. 3: Invariant mass of the charged lepton pair for the
pp → e+νeµ

−ν̄µbb̄ + X process in the 4F scheme, with the
Higgs measurement cuts, apart from the cut on the charged
lepton invariant mass mll < 50 GeV.

Due to the complexity of the process, and the
rather involved set of cuts, it is not straight-forward
to define a single hard scale for this process that could
be used as a renormalisation and factorisation scale.
We have therefore chosen a scale that is not very
specific to this process, but should capture well the
general hardness of the kinematics. This central scale
is µ0

R = µ0
F = HT /2, i.e. half the scalar sum of the

transverse energies of all the final state particles/partons
(including the two neutrinos). With this central scale,
NLO corrections are relatively small for both the
inclusive process as well as after applying the cuts
described above. To assess contributions from beyond
NLO we assign an uncertainty to our predictions by
computing the envelope of the results with renormal-
isation and factorisation scales equal to (µR, µF ) =
{(1, 1), (0.5, 0.5), (2, 2), (0.5, 1), (2, 1), (1, 0.5), (1, 2)} ×
(µ0

R, µ
0
F ). These 7 values are obtained at no extra CPU

cost using the reweighting method described in Ref. [22].
In Figs. 3-5 we show the invariant mass of the two

charged leptons (mll), the azimuthal separation of the
two leptons (∆φll) and the transverse mass of the Higgs
boson (mH

T ), respectively. The latter is defined as

mH
T =

√

(Ell
T + Emiss

T )2 − |pll
T +Emiss

T |2, where Ell
T =

√

|pll
T |

2 +m2
ll. The mll and ∆φll variables are used to

define the “Higgs topology” cuts, while the mH
T distri-

bution is used to extract the Higgs signal in the cut-
based analysis by ATLAS [4]. In the plots, results for
the full pp → e+νeµ−ν̄µbb̄ + X process at LO (labelled
“WWbb LO”) and NLO (“WWbb NLO”) are presented. Also
shown are the separate LO calculations for top pair pro-
duction (“LO: tt”), W -boson associated single top pro-

FIG. 4: Azimuthal separation of the charged leptons for the
pp → e+νeµ

−ν̄µbb̄ + X process in the 4F scheme, with the
Higgs measurement cuts, apart from the cut on the charged
lepton invariant mass |∆φll| < 1.8.

FIG. 5: Higgs transverse mass for the pp → e+νeµ
−ν̄µbb̄+X

process in the 4F scheme, with the Higgs measurement cuts.

duction (“LO: Wt”), b-quark associated llνν production
(“LO: WW”) and their sum (“LO: tt+Wt+WW”). These lat-
ter processes are defined in the narrow width approxima-
tion, i.e. in the LO: tt process we take only diagrams
with two s-channel top quark propagators into account
(e.g. Fig. 1(a)), LO: Wt has only diagrams with one s-
channel top quark propagator (e.g. Fig. 1(b)), while the
LO: WW process has no s-channel top quark propagators
in any of its contributing diagrams (e.g. Fig. 1(c)); all
other parameters are the same as used for the WWbb LO
predictions. The differences between the LO: tt+Wt+WW
and WWbb LO results stem only from interference effects
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NNLL resummation matched 
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Jet-veto cross sections resumed to NNLL 
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Implementations in 2 schemes

A: NNLL from reweighting 
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B: Automated computation of beam 
functions and matching corrections
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Figure 1: Structure and kinematics of the factorization theorem for the W+W� production
cross section in the presence of a jet veto.

Before writing out the factorization theorem in more detail, let us specify the kinematics
of the process at low pvetoT . The momenta of the incoming protons are p1 and p2. The partons
emerging from the parton distribution functions (PDFs) carry momenta z1p1 and z2p2. After
possible emissions (described by the beam functions B̄i), the momenta ⇠1p1 and ⇠2p2 are left
to produce the boson pair through a hard interaction Hij. In the limit of small transverse
momenta we can neglect recoil e↵ects, so that the partons are still collinear to the proton
momentum after the emissions. We define

ŝ = (q1 + q2)
2 = (⇠1p1 + ⇠2p2)

2 = Q2 , t̂ = (⇠1p1 � q1)
2 , û = (⇠1p1 � q2)

2 , (1)

with ŝ + t̂ + û = 2M2
W . Note that our definition of the variable ŝ di↵ers from the standard

choice (z1p1 + z2p2)2. The quantity ŝ we define is the one relevant for the boson production
process, i.e. the one that enters the hard function. In the small transverse-momentum limit
of the emissions, we obtain

⇠1 =
n̄ · q
n̄ · p1

=
Qp
s
e�y ) ⇠1p1 = (n̄ · q) n

2

⇠2 =
n · q
n · p2

=
Qp
s
ey ) ⇠2p2 = (n · q) n̄

2
,

(2)

where nµ = (1, 0, 0, 1) and n̄µ = (1, 0, 0,�1) are two light-cone vectors in the beam directions,
y denotes the rapidity of q = q1 + q2 in the laboratory frame, and s = (p1 + p2)2. The crucial
feature of (2) is that it shows that one can obtain the arguments of the hard function directly
from the vector-boson (and proton) kinematics. The same is true for an arbitrary electroweak
final state.

At low pvetoT , the di↵erential cross section in the presence of a jet veto has the factorized
form [8, 9]

d3�(pvetoT )

dy dQ2 dt̂
=

X

i,j=g,q,q̄

�0
ij(Q

2, t̂, µ)Pij(Q
2, t̂, pvetoT , µ) B̄i(⇠1, p

veto
T ) B̄j(⇠2, p

veto
T ) . (3)

3

Provided we choose µ ⇠ pvetoT in the reduced cross section �̃, all large logarithms are re-
summed in the RG-invariant prefactor Pij. Multiplying back the prefactor then yields the full
NNLL+NLO cross section in the form

d�NNLL+NLO
ij (pvetoT ) = Pij(Q

2, t̂, pvetoT )⇥ d�̃ij(p
veto
T )

=

✓
1 +

↵s(µh)

4⇡
H(1)

ij (Q2, t̂, µh)

◆
Ei(Q

2, pvetoT , µh, µ, R)

⇥

d�NLO

ij (pvetoT , µ)� ↵s(µ)

4⇡

⇣
H(1)

ij (Q2, t̂, µ) + E
(1)
i (Q2, pvetoT , µ)

⌘
d�0

ij(µ)

�
.

(20)
Note that the matching procedure di↵ers from the other scheme. In (16) above, we performed
a purely additive matching, while in (20) the resummation factor Ei appears as an overall
factor. This multiplicative matching generates higher-order logarithmic terms also for the
power-suppressed contributions of order pvetoT /Q and higher. These additional terms are not
controlled by the factorization theorem (3), which holds only at leading power, but one can
hope that at least some of the logarithmic terms at subleading power are universal and will
be captured by this treatment. For the case of Higgs production, the multiplicative matching
scheme is preferred, since the perturbative corrections to the hard function are very large. In
(20) they are extracted as a overall factor. For the qq̄-initiated processes we study in this
paper, the two schemes give almost indistinguishable results, as we will see in Section 4.2
below.

To implement (20) in MadGraph5_aMC@NLO we have directly modified its Fortran code
by including the logarithmically enhanced terms. The expanded logarithmically enhanced
terms, i.e. the second term on the right-hand side of (19), is similar to the compensating
Sudakov factor introduced in the FxFx merging prescription, see (2.46) of [34], and it is
therefore implemented at the same place in the code. In MadGraph5_aMC@NLO each real-
emission phase-space configuration has corresponding Born kinematics defined by the FKS
mapping [35]. Therefore we can always compute the prefactor Pij using Born kinematics, and
it can multiply the complete reduced cross section, including the real-emission contributions.
In order to improve the run time, the time-consuming one-loop matrix elements are computed
only once for each phase-space configuration, cached in memory, and used also for the (ex-
panded) hard function. However, compared to normal running of MadGraph5_aMC@NLO,
we cannot reduce the number of calls to the virtual corrections by using suitable approxima-
tions of it, as described in Sec. 2.4.3 of [26], because the reduced cross section is multiplied by
them, resulting in positive feedback loops in setting up the approximations. When running
MadGraph5_aMC@NLO in fNLO mode, setting the parameter ickkw in the run card.dat to
-1 turns on in the inclusion of the logarithmically enhanced terms and sets the hard and soft
scales to Q and pvetoT (given by the ptj parameter in the run card.dat), respectively. Hard
and soft scale variations, as well as PDF uncertainties, can be computed at minimal CPU
costs by reweighting [36]. This addition to the MadGraph5_aMC@NLO will become public
with the release of version 2.3 of the code. This version will also include the necessary scripts
to perform the resummation using Scheme A described in Section 3.1.
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Any colour-singlet final state possible

For Z, WW, and WWW resummation effects at NNLL are small 
compared to NLO
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Figure 6: Resummed and matched predictions for the cross sections for Z, W+W�, and
W+W�W± production, compared with NLO fixed-order predictions. The lower panels show
the ratio of the cross section to the default NLO value with scale choice µ = Q.

would give an uncertainty that is twice as large. On the other hand, we have checked that
the known NNLO corrections for Z-boson production are indeed compatible with our small
uncertainty band. It is also interesting to note that for W+W� production the scale uncer-
tainties of the fixed-order prediction obtained from correlated and independent variations of
µr and µf are found to be of similar size.

We also observe that the scale uncertainties of the fixed-order NLO predictions at small
pvetoT values strongly increase with the number of produced bosons. This is not surprising if
we consider the relevant scale ratio Q̃/pvetoT , which governs the size of Sudakov logarithms.
Using the median value Q̃ of the invariant-mass distribution to estimate the hard scale, we
find Q̃ = MZ for Z production, Q̃ ⇡ 2.8MW for W+W� production, and Q̃ = 5.7MW for
W+W�W± production. In all cases, the three-momenta at which the bosons are produced
scale with the boson mass, but the average scale increases with the number of the produced
bosons. Note that after the resummation of Sudakov logarithms has been performed, the
width of the uncertainty bands is only weakly dependent on the veto scale.

The relative perturbative uncertainty of our NNLL+NLO prediction for the W+W� pro-
duction cross section at pvetoT = 25GeV is +3.9%

�3.0%. It was advocated in [46] that taking the ratio
of the W+W� and Z-boson production cross sections might be a good way to reduce the
uncertainty in the prediction of the jet-veto cross sections. This proposal was adopted in the
experimental analysis reported in [14]. We have thus studied this cross-section ratio in some
detail. We find that the relative uncertainty in the cross-section ratio is +5.2%

�2.8%, which is even
slightly larger than the uncertainty in the W+W� production cross section itself. This makes
it clear that taking the cross-section ratio does not help reducing the perturbative uncertain-
ties, the reason being that the scale uncertainties are much smaller for Z-boson production
than for W+W� production. Even though the beam functions are the same in both cases, the
cross sections involve di↵erent hard functions and RG evolution factors, which spoils the can-
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Multi-jet production in 
association with an EW boson

Combine various multiplicity final states at NLO accuracy using the FxFx 
merging method

To remove double counting between matrix elements and the shower: 

Matrix elements are augmented with Sudakov form factors, à la MiNLO 
[Hamilton, Nason, Zanderighi]

On top of that there is an MLM-type rejection at the shower stage

Similar methods on the market: MEPS@NLO [Hoeche et al], UNLOPS 
[Lonnblad, Prestel], MiNLO

Use and validate the FxFx merging method with matching to Herwig++ and 
Pythia8

Merging for W and Z plus up to 2 jets at NLO for LHC 7 TeV
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FxFx Merged results close to the NLO inclusive cross sections

Order 1% dependence on the merging scale for total rates

slightly smaller for HW++ than for PY8

Slightly larger cross section for PY8 than for HW++

For comparisons to data (next slides) no normalisation factors applied: 
the normalisation of the predictions is as they come out of the code
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µQ = 15 GeV µQ = 25 GeV µQ = 45 GeV inclusive

Z+jets
2.055(�0.9%) 2.074 2.085(+0.5%) 2.012(�3.0%) HW++

2.168(+0.8%) 2.150 2.117(�1.5%) 2.011(�6.5%) PY8

W+jets
20.60(�0.9%) 20.78 20.87(+0.4%) 19.96(�3.9%) HW++

21.71(+1.0%) 21.50 21.18(�1.5%) 19.97(�7.1%) PY8

Table 2: Total rates (in nb) for the three di↵erent choices of the FxFx merging scale, as

well as those for the inclusive (i.e. non-merged) samples, obtained with Herwig++ (upper

rows) and Pythia8 (lower rows). Relative di↵erences w.r.t. the FxFx results obtained with

the central merging scale are also reported in brackets.

fixed-order computations – indeed, the Pythia8 and Herwig++ results in the last column

agree to a 0.05% level, which is the statistical inaccuracy one expects from a 5M-event

sample. There are two features in table 2 which are particularly worth remarking. Firstly,

the merged results obtained with di↵erent merging scales are very close to each other.

This gives one confidence on the fact that merging-scale systematics is under control, in

spite of the large range chosen for µQ variations. Secondly, the merged rates are a few

percent larger than the fully-inclusive one, with the exact amount depending on the MC

adopted for showering. This is a manifestation of the non-unitary behaviour of FxFx, and

the MC-dependent amount of “unitarity violation” should be seen as an actual prediction

associated with the given MC. On the other hand, the di↵erences w.r.t. the fully-inclusive

cross sections are not large, which is perfectly compatible with the moderate NNLO K

factors for Z and W hadroproduction. We shall see that the small increase of the merged

cross sections w.r.t. the inclusive ones is beneficial in terms of the comparisons to data.

⌥ Normalisation of results

The features just mentioned, and the predictivity they underpin, help us stress the follow-

ing point. All of our predictions are reported with their native normalisation: in other

words, no rescaling has been performed. While an overall re-normalisation by a constant

(e.g. the NNLO/NLO fully-inclusive K factor) common to all observables is acceptable,

we believe that the practice of rescaling theoretical results by factors that depend on the

jet multiplicity leads to confusion, and especially when such a multiplicity is understood

in the inclusive sense. Although by so doing one generally makes theory-data comparisons

look better, one also tends to neglect the fact that merged results, especially at the NLO,

are supposed to be predictive for both shapes and rates. At the very least, a rescaling

dependent on the jet multiplicity renders it more di�cult to understand the strengths and

weaknesses of a given merging approach, and to assess the overall predictivity of di↵er-

ent merging techniques. The latter problem is clearly more acute in the case where the

rescaling factors exhibit a non-negligible dependence on the jet multiplicity, and/or on the

particular MC considered. As an example of both of these issues, we refer the reader to

table 7, appendix A, of ref. [31], where the results of several state-of-the-art simulations

are reported. From a purely theoretical viewpoint, the e↵ects of a multiplicity-dependent
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Z+jets

Exclusive jet 
multiplicity and hardest 
and 3rd hardest jet pT 
spectra

Uncertainty band 
contains ren. & fac. 
scale, PDF & merging 
scale dependence

Rather good agreement 
between data and 
theory
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Figure 1: Exclusive jet multiplicity. Data from ref. [28], compared to Herwig++ (left

panel) and Pythia8 (right panel) predictions. The FxFx uncertainty envelope (“Var”)

and the fully-inclusive central result (“inc”) are shown as green bands and red histograms

respectively. See the end of sect. 2 for more details on the layout of the plots.

Figure 2: As in fig. 1, for the transverse momentum of the 1st jet.

Figure 3: As in fig. 1, for the transverse momentum of the 3rd jet.

is entirely dominated by MC e↵ects, and formally of LL accuracy. The impact of multi-

parton matrix elements, measured by the distance between the FxFx and the inclusive
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Rapidity difference between Z-boson and 
hardest jet.
Sensitive to higher multiplicity matrix 
elements
LO predictions off (in particular 
MadGraph)
No discrepancies at NLO
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Figure 1: Distributions in absolute values of rapidities for (a) the Z boson, (b) the jet, (c) their
sums, and (d) their differences, normalized to unity. The data are shown after correcting for
efficiency and resolution, and displayed with statistical and systematic uncertainties combined
in quadrature. The lower panel of each figure gives ratios of the data and simulations to the
NLO calculation of MCFM. The ratio error bars include MCFM statistical uncertainties folded
with data statistical and systematic uncertainties. Theoretical uncertainties in the MCFM cal-
culations are shown as shaded areas representing variations of µR, µF, and PDF. Statistical
uncertainties for the MADGRAPH and SHERPA predictions are displayed as bands around the
central values. The central value for MADGRAPH simulations using LO PDF is depicted by a
line. All other calculations use NLO versions of PDF.

Figure 13: Sum of the rapidities of the Z and the 1st jet. Data from ref. [29], compared

to Herwig++ (left panel) and Pythia8 (right panel) predictions. The FxFx uncertainty

envelope (“Var”) and the fully-inclusive central result (“inc”) are shown as green bands

and red histograms respectively. See the end of sect. 2 for more details on the layout of

the plots.

Figure 14: As in fig. 13, for the di↵erence of the rapidities of the Z and the 1st jet.

for a detailed discussion on this point, see refs. [21,52]. We point out that we have found a

level of agreement identical to that of figs. 13 and 14 also in the case of the single-inclusive

rapidities (of the Z and the jet) measured in ref. [29].
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W+jets

Azimuthal correlation between the two hardest jets

Agreement quite good apart from the bin around pi

Turned out to be a problem in the analysis routine (from 
rivet), which gave the wrong theory prediction

We were contacted by ATLAS immediately after we had put 
out the paper and were provided with a fix
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Figure 26: As in fig. 19, for the azimuthal distance between the two hardest jets.

Figure 27: As in fig. 19, for the rapidity distance between the two hardest jets.

Figure 28: As in fig. 19, for the �R between the two hardest jets.

As far as the single-jet transverse momenta are concerned, we have considered that

of the leading jet, in events characterised by di↵erent numbers of jets (Njet � 1, 2, 3

in figs. 20, 21, and 22, respectively). The agreement between merged results and data

is generally quite good. There is no indication of the predictions being softer than the
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Figure 26: As in fig. 19, for the azimuthal distance between the two hardest jets.

Figure 27: As in fig. 19, for the rapidity distance between the two hardest jets.

Figure 28: As in fig. 19, for the �R between the two hardest jets.

multiplicity. This implies that, for our predictions, the analogues of the scale factors
reported in table 7 of ref. [31] would all be quite consistent with each other.

As far as the single-jet transverse momenta are concerned, we have considered that

– 23 –



Rikkert Frederix

Agreement between FxFx merged results, matched to Herwig++ 
and Pythia8, and Atlas and CMS data is rather good

Where data and theory differ, also differences between the results 
matched to HW++ and PY8 differ
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Figure 29: As in fig. 19, for the invariant mass of the two hardest jets.

Figure 30: As in fig. 19, for HT .

Figure 31: As in fig. 19, for HT in events with at least three jets.

measurements (as was marginally the case for the Z+jets analysis of ref. [28]); the clearest

evidence of that, the Njet � 1 case as predicted by Herwig++, is much weaker than its

analogue in the Z+jets case (see fig. 2). On the other hand, there is possibly an indication

of the theory being lower than data at the smallest pT ’s, especially for Njet � 2, 3, but

this is not statistically very significant; we note that a similar trend has been observed in
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Conclusions

Difficult theoretical problems in NLO calculations have been thoroughly 
understood and solved. This paved the way for automation

NLO calculations are now almost at the same footing as LO calculations: 
NLO QCD corrections in the SM have been solved

Regarding MadGraph5_aMC@NLO:

I’ve shown 5 examples on how MG5_aMC can be used for 
phenomenology

Probably in a couple of months, EW corrections and BSM will be at the 
same level

Emphasis will shift towards (developing) analysis tools and on 
phenomenology that build upon the implementation of NLO
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